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Metric distributional discrepancy in metric space
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INITIATIVE

Independence analysis is an indispensable step before re-
gression analysis to find out the essential factors that influ-
ence the objects. With many applications in machine Learn-
ing, medical Learning and a variety of disciplines, statisti-
cal methods of measuring the relationship between random
variables have been well studied in vector spaces. However,
there are few methods developed to verify the relation be-
tween random elements in metric spaces. In this paper, we
present a novel index called metric distributional discrep-
ancy (MDD) to measure the dependence between a random
element X and a categorical variable Y, which is applica-
ble to the medical image and related variables. The met-
ric distributional discrepancy statistics can be considered
as the distance between the conditional distribution of X
given each class of Y and the unconditional distribution of
X. MDD enjoys some significant merits compared to other
dependence-measures. For instance, MDD is zero if and only
if X and Y are independent. MDD test is a distribution-
free test since there is no assumption on the distribution of
random elements. Furthermore, MDD test is robust to the
data with heavy-tailed distribution and potential outliers.
We demonstrate the validity of our theory and the property
of the MDD test by several numerical experiments and real
data analysis.

KEYWORDS AND PHRASES: Metric distributional discrep-
ancy, Random element, Metric space, Distribution-free test.

1. INTRODUCTION

In view of the ever-growing and complex data in today’s
scientific world, there is an increasing need for a generic
method to deal with these datasets in diverse application
scenarios. Non-Euclidean data, such as brain imaging, com-
putational biology, computer graphics and computational
social sciences and among many others [24, 21, 4, 31, 2, 30],
arises in many domains. For instance, images and time-
varying data can be presented as functional data that are in
the form of functions [7, 6, 19]. The sphere, Matrix groups,
Positive-Definite Tensors and shape spaces are also included
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as manifold examples [39, 43, 27]. It is of great interest to dis-
cover the associations in those data. Nevertheless, many tra-
ditional analysis methods that cope with data in Euclidean
spaces become invalid since non-Euclidean spaces are inher-
ently nonlinear space without inner product. The analysis
of these Non-Euclidean data presents many mathematical
and computational challenges.

One major goal of statistical analysis is to understand
the relationship among random vectors, such as measuring
a linear/ nonlinear association between data, which is also
a fundamental step for further statistical analysis (e.g., re-
gression modeling). Correlation is viewed as a technique for
measuring associations between random variables. A variety
of classical methods has been developed to detect the cor-
relation between data. For instance, Pearson’s correlation
and canonical correlation analysis (CCA) are powerful tools
for capturing the degree of linear association between two
sets of multi-variate random variables [3, 15, 22]. In contrast
to Pearson’s correlation, Spearman’s rank correlation coeffi-
cient, as a non-parametric measure of rank correlation, can
be applied in non-linear conditions [42].

However, statistical methods for measuring the associ-
ation between complex structures of Non-Euclidean data
have not been fully accounted in the methods above. In
metric space, [14] proposed a generalized mean in metric
spaces and a corresponding variance that may be used to
quantify the spread of the distribution of metric spaces val-
ued random elements. However, in order to guarantee the
existence and uniqueness of Fréchet mean, it requires the
space should be with negative sectional curvature. While
in a positive sectional curvature space, the extra conditions
such as bound on the support and radial distribution are re-
quired [5]. Following this, more nonparametric methods for
manifold-valued data was developed. For instance, A Rie-
mannian CCA model was proposed by [22], measuring an
intrinsically linear association between two manifold-valued
objects. Recently, [45] proposed distance correlation to mea-
sure the association between random vectors. After that,
[46] introduced Brownian covariance and showed it to be
the same as distance covariance and [28] extended the dis-
tance covariance to metric space under the condition that
the space should be of strong negative type. Pan et.al [36, 37]
introduced the notions of ball divergence and ball covariance
for Banach-valued random vectors. These two notions can
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also be extended to metric spaces but by a less direct ap-
proach. Note that a metric space is endowed with a distance,
it is worth studying the behaviors of distance-based statis-
tical procedures in metric spaces.

In this paper, we extend the method in [8] and propose a
novel statistics in metric spaces based on [49], called metric
distributional discrepancy (MDD), which considers a closed
ball with the defined center and radius. We perform a power-
ful independence test which is applicable between a random
vector X and a categorical variable Y based on MDD. The
MDD statistics can be regarded as the weighted average of
Cramér-von Mises distance between the conditional distri-
bution of X given each class of Y and the unconditional dis-
tribution of X. Our proposed method has the following ma-
jor advantages, (i) X is a random element in metric spaces.
(ii) MDD is zero if and only if X and Y are statistically
independent. (iii) It works well when the data is in heavy-
tailed distribution or extreme value since it does not require
any moment assumption. Compared to distance correlation,
MDD as an alternative dependence measure can be applied
in the metric space which is not of strong negative type. Un-
like ball correlation, MDD gets rid of unnecessary ball set
calculation of Y and has higher test power, which is shown
in the simulation and real data analysis.

The organization of the rest of this paper is as follows.
In section 2, we give the definition and theoretical proper-
ties of MDD, and present results of monte carlo simulations
in section 3 and experiments on two real data analysis in
section 4. Finally, we draw a conclusion in section 5.

2. METRIC DISTRIBUTIONAL
DISCREPANCY

2.1 Metric distributional discrepancy
statistics

For convenience, we first list some notations in the metric
space. The order pair (M, d) denotes a metric space if M
is a set and d is a metric or distance on M. Given a metric
space (M, d), let B(z,y) = {v: d(x,v) < r} be a closed ball
with the center x and the radius r = d(z, y).

Next, we define and illustrate the metric distributional
discrepancy (MDD) statistics for a random element and
a categorical one. Let X be a random element and Y
be a categorical random variable with R classes where
Y = {y1,y2,...,yr}. Then, we let X” be a copy of ran-
dom element X, F(x,2') = Px»{X" € B(z,2')} be the
unconditional distribution function of X, and F,(x,2') =
Px»{X" € B(z,2")|Y =y, } be the conditional distribution
function of X given Y = y,.. The MDD(X|Y) can be repre-
sented as the following quadratic form between F'(z,z’) and
FT’(Z'7 I/),

(1)

MDD(X|Y) = Zpr/
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o') = F(,2")Pdv(x)dv ("),

where p, = P(Y =y;) >0forr=1,...,R.

We now provide a consistent estlmator for MDD(X]Y).
Suppose that {(X;,Y;) : i = 1,...,n} with the sample size n
are i.i.d. samples randomly drawn from the population dis-
tribution of (X,Y). n, = > I(Y; = y,) denotes the sam-
ple size of the rth class and p, = n,/n denotes the sample
proportion of the rth class, where I(-) represents the indica-
tor function. Let F.(z,z') = n% v I(Xy € B(w,2'), Y, =
yr), and F(z,2') = L)' I(Xy € B(z,2")). The estima-
tor of MDD(XY') can be obtained by the following statis-
tics
(2)

— 1 & o ,
MDD(X[Y) = — > 33 pe[Fn(X:, X;) — F(X;, X))

n2

2.2 Theoretical properties

In this subsection, we discuss some sufficient conditions
for the metric distributional discrepancy and its theoretical
properties in Polish space, which is a separable completely
metric space. First, to obtain the property of X and Y are
independent if and only if MDD(X |Y) = 0, we introduce
an important concept named directionally (e,n, L)-limited
[13].

Definition 1. A metric d is called directionally (e,n, L)-
limited at the subset A of M, if AC M, e>0,0<n<1/3,
L is a positive integer and the following condition holds: if
for each a € A, D C AN B(a,¢) such that d(z,c) > nd(a, c)
whenever b,c € D(b # ¢),x € M with

d(a,z) = d(a,c),d(x,b) = d(a,b) — d(a, z),

then the cardinality of D is no larger than L.

There are many metric spaces satisfying directionally
(e,m, L)-limited, such as a finite dimensional Banach space,
a Riemannian manifold of class > 2. However, not all metric
spaces satisfy Definition 1, such as an infinite orthonormal
set in a separable Hilbert space H, which is verified in [49].

Theorem 1. Given a probability measure v with its sup-
port supp{v} on (M,d). Let X be a random element with
probability measure v on M and Y be a categorical random
variable with R classes {y1,vy2,...,yr}. Then X andY are
independent if and only if MDD(X | Y) = 0 if the metric
d is directionally (e,n, L)-limited at supp{v}.

Theorem 1 introduces the necessary and sufficient condi-
tions for MDD(X|Y) = 0 when the metric is directionally
(e,m, L)-limited at the support set of the probability mea-
sure. Next, we extend this theorem and introduce Corollary
1, which presents reasonable conditions on the measure or
on the metric.

Corollary 1. (a) Measure Condition: For¥ € > 0, there
exists U C M such that v(U) > 1 — ¢ and the metric d
is directionally (e,n, L)-limited at U. Then X and Y are



independent if and only if MDD(X |Y) =0.

(b) Metric Condition: Given a point x € M, we define

a projection on My, mp(-) : M — My and mp(x) = .

For a set A C M, define m,(A) = U {mx(z)}. There exist
zEA

{(My,d)}2, which are the increasing subsets of M, where
each My is a Polish space satisfying the directionally-limited
condition and their closure | J;2, M; = M. For every x €
M, 7 () is unique such that d(x,m(x)) = inf,enm, d(z, 2)
and | pm,, omy = mp if I > 1. Then X andY are independent
if and only if MDD(X |Y) = 0.

Theorem 2. m(X|Y) almost surely converges to
MDD(X|Y).

Theorem 2 demonstrates the consistency of proposed es-
timator for MDD(X | Y). Hence, m(XD’) is consistent
to the metric distributional discrepancy index. Due to the
property, we propose an independence test between X and
Y based on the MDD index. We consider the following hy-
pothesis testing:

Hp: X and Y are statistically independent.
vs Hy : X and Y are not statistically independent.
Theorem 3. Under the null hypothesis Hy,
. oo
nMDD(X[Y) % 37 N x2(1),

Jj=1

where Xf(l)’s, J = 1,2,..., are independently and identi-
cally chi-square distribution with 1 degrees of freedom, and

d o
— denotes the convergence in distribution.

Remark 1. In practical application, we can estimate the
null distribution of MDD by the permutation when the sam-
ple sizes are small, and by the Gram matriz spectrum in [16]
when the sample sizes are large.

Theorem 4. Under the alternative hypothesis Hy,
nm(X V) &% oo,

a.s,
where — denotes the almost sure convergence.

Theorem 5. Under the alternative hypothesis Hy,
Vn[MDD(X|Y) — MDD(X|Y)] % N(0,02),

where 02 is given in the appendiz.

3. NUMERICAL STUDIES

3.1 Monte Carlo simulation

In this section, we perform four simulations to evaluate
the finite sample performance of MDD test by comparing
with other existing tests: The distance covariance test (DC)

[45] and the HHG test based on pairwise distances [18]. We
consider the directional data on the unit sphere RP, which
is denoted by SP~' = {z € RP : ||z||]s = 1} for z and n-
dimensional data independently from Normal distribution.
For all of methods, we use the permutation test to obtain p-
value for a fair comparison and run simulations to compute
the empirical Type-I error rate in the significance level of
a = 0.05. All numerical experiments are implemented by
R language. The DC test and the HHG test are conducted
respectively by R package energy [41] and R package HHG
[20].

Simulation 1 In this simulation, we test independence
between a high-dimensional variable and a categorical one.
We randomly generate three different types of data X listed
in three columns in Table 1. For the first type in column
1, we set p = 3 and consider coordinate of S?, denoted
as (r,0,¢) where r = 1 as radial distance, 6 and ¢ were
simulated from the Uniform distribution U(—m, 7). For the
second type in column 2, we generate three-dimensional
variable from von Mises-Fisher distribution M5(u, k) where
= (0,0,0) and k = 1. For the third type in column 3, each
dimension of X is independently formed from N (0, 1) where
X = (X1, X2, X3),X; ~ N(0,1). We generate the categor-
ical random variable Y from R classes 1,2,..., R with the
unbalanced proportion p, = P(Y =r) =2[1+(r—1)/(R -
1)]/3R, r = 1,2,...,R. For instance, when Y is binary,
p1 = 1/3 and py = 2/3 and when R = 5,Y = 1,2,3,4,5.
Simulation times is set to 200. The sample size n are cho-
sen to be 40, 60, 80, 120, 160. The results summarized in
Table 1 show that all three tests perform well in indepen-
dence testing since empirical Type-I error rates are close to
the nominal significance level even in the condition of small
sample size.

Simulation 2 In this simulation, we test the dependence
between a high-dimensional variable and a categorical ran-
dom variable when R = 2 or 5 with the proportion proposed
in simulation 1. In column 1, we generate X and Y repre-
senting radial data as follows:

(1) Y= {172}7 (a) X =(1,0,¢1 +¢),
0 ~U(—m,m), ¢p1 ~U(—m,m),e =0,
() X =(1,0,¢2 +¢),
0 ~U(—m,m), o ~U(1/5m,4/5m),e ~ t(0,1).

(2) Y ={1,2,3,4,5}, X = (1,0,¢, +¢€),
or ~U([-142(r — 1)/5]m, (=1 + 2r/5)7),
r=1,2,3,4,5. 0 ~U(—m,7), € ~t(0,1).
For column 2, we consider von Mises-Fisher distribution.

Then we set n = 3 and k£ = 1, and the simulated data sets
are generated as follows:

(DR =2, pu = (p1, p2) = (1,2),
(2)R =5, = {1, p2, pi3, pua, pis } = {4,3,1,5,2}.
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Table 1. Empirical Type-I error rates at the significance level 0.05 in Simulation 1

X ~ M3(M7 k)

X = (X1, X2, X3)

MDD DC HHG

MDD DC HHG

0.040 0.050 0.030
0.075 0.085 0.065
0.035 0.035 0.030
0.055 0.050 0.055
0.045 0.040 0.050

0.060 0.060 0.030
0.070 0.045 0.045
0.035 0.035 0.045
0.025 0.025 0.025
0.050 0.075 0.065

X = (17 0,9)
R n MDD DC HHG
40 0.080 0.085 0.070
60 0.025 0.035 0.030
2 80 0.030 0.045 0.065
120 0.040 0.050 0.050
160 0.035 0.035 0.055
40 0.015 0.025 0.045
60 0.045 0.025 0.025
5 80 0.035 0.030 0.050
120 0.040 0.040 0.035
160 0.030 0.065 0.045

0.050 0.045 0.050
0.050 0.030 0.035
0.060 0.070 0.060
0.050 0.050 0.050
0.050 0.060 0.040

0.050 0.060 0.055
0.050 0.050 0.070
0.060 0.066 0.065
0.045 0.030 0.070
0.050 0.035 0.035

Table 2. Empirical powers at the significance level 0.05 in Simulation 2

X ~ Ms(p, k)

X = (X1, X2, X3)

MDD DC HHG

MDD DC HHG

0.595 0.575 0.590
0.765 0.745 0.650
0.890 0.880 0.775
0.965 0.955 0.905
1.000 1.000 0.985

0.535 0.685 0.375
0.730 0.810 0.590
0.865 0.930 0.755
0.970 0.990 0.925
0.995 0.995 0.980

X=(16.9)
R n MDD DC HHG
40 0.385 0.240 0.380
60 0.530 0.385 0.475
2 80 0.715 0.535 0.735
120 0.875 0.740 0.915
160 0.965 0.845 0.995
40 0.925 0.240 0.940
60 0.995 0.350 0.995
5 80 1.000 0.450 1.000
120 1.000 0.595 1.000
160 1.000 0.595 1.000

0.410 0.230 0.185
0.720 0.460 0.330
0.860 0.615 0.540
0.990 0.880 0.820
0.995 0.975 0.955

0.840 0.825 0.360
0.965 0.995 0.625
0.995 0.990 0.850
1.000 0.995 0.990
1.000 1.000 1.000

For column 3, X in each dimension was separately generated In column 1:

from normal distribution N(u, 1) to represent data in the

Euclidean space. There are two choices of R:

(DR =2, = (p1, p2) = (0,0.6),

Xiim = (1797¢1 +e...
d=1,4,6,8,10,0 ~ U(—m, )

For ¢; of two classes,

(2)R - 57” = {Mla:U'Qa:u{ia Ha, ,LL5} = {43 3,1,5, 2}/3

Table 2 based on 200 simulations shows that the MDD test
performs well in most settings with Type-I error rate ap-
proximating 1 especially when the sample size exceeds 80.
When data contains extreme value, the Type-I error rate of
DC deteriorate quickly while the MDD test performs more
stable. Moreover, the MDD test performs better than both
DC test and HHG test in spherical space, especially when
the number of class R increases.

Simulation 3 In this simulation, we set X with dif-
ferent dimensions, with the range of {3, 6, 8,10, 12}, to test
independence and dependence between a high-dimensional
random variable and a categorical random variable. Respec-
tively, I represents independence test, and II represents de-
pendence one. We use empirical type-I error rates for I, em-
pirical powers for II. We let sample size n = 60 and classes
R = 2. Three types of data are shown in Table 3 for three
columns.
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(a‘)(z)l ~ U(_ﬂ-7 ﬂ-)a €= Oa

(b)p; ~U(—1/5m,4/57),e ~ t(0,1),

In column 2,
X ~ My(p, k),d=3,6,8,10,12, 1 € {0, 2},

where k£ = 1.

In column 3, we set
Xi = (l‘il, Li2y e« - ,l‘id), d= 3, 6,8, 10, 12 and Lid ~ N(M, 1),
where 1 € {0, 2} in dependence test. Table 3 based on 300
simulations at a = 0.05 shows that the DC test performs
well in normal distribution but is conservative for testing
the dependence between a radial spherical vector and a cat-
egorical variable. The HHG test works well for extreme value
but is conservative when it comes to von Mises-Fisher distri-
bution and normal distribution. It also can be observed that



Table 3. Empirical Type-I error rates / Empirical powers at the significance level 0.05 in Simulation 3

Xaim = (1,0, ¢a) X ~ Maim(p, k) X = (1,22, -, Tdim)

dim | MDD DC HHG | MDD DC HHG MDD DC HHG
3 0.047 0.067 0.050 0.047 0.047 0.053 0.047 0.060 0.033
6 0.053 0.050 0.050 0.050 0.053 0.037 0.047 0.050 0.030
I 8 0.037 0.040 0.050 0.037 0.047 0.050 0.040 0.037 0.030
10 0.050 0.053 0.040 0.050 0.056 0.033 0.037 0.050 0.060
12 0.020 0.070 0.050 0.053 0.047 0.047 0.040 0.067 0.043
3 0.550 0.417 0.530 0.967 0.950 0.923 0.740 0.830 0.577
6 1.000 0.583 0.997 0.983 0.957 0.927 0.947 0.963 0.773
II 8 1.000 0.573 1.000 0.967 0.950 0.920 0.977 0.990 0.907
10 1.000 0.597 1.000 0.977 0.950 0.887 0.990 0.993 0.913
12 1.000 0.590 1.000 0.957 0.940 0.843 0.997 1.000 0.963

Table 4. Empirical powers at the significance level 0.05 in Simulation 4

landmark =50

landmark =70

MDD DC HHG

MDD DC HHG

landmark =20
corr MDD DC HHG
0 0.050 0.050 0.063
0.05 0.090 0.080 0.057
0.10 0.393 0.330 0.300
0.15 0.997 0.957 0.997
0.20 1.000 1.000 1.000

0.047 0.047 0.050
0.097 0.073 0.087
0.347 0.310 0.237
0.993 0.943 0.970
1.000 1.000 1.000

0.040 0.050 0.050
0.093 0.067 0.467
0.350 0.303 0.183
0.993 0.917 0.967
1.000 1.000 1.000

MDD test performs well in circumstance of high dimension.

Simulation 4 In this simulation, we use the (cos(f +
d/2)+¢/10, cos(0—d/2)+¢€/10) parametrization of an ellipse
where 6 € (0,27) to run our experiment, let X be an ellipse
shape and Y be a categorical variable. The cos(d) is the
parameter of correlation, which means when cos(d) = 0, the
shape is a unit circle and when cos(d) = 1, the shape is a
straight line. We set the noise € ~ ¢(2) and R = 2 where y; =
1 represents that shape X is a circle with cos(d) = 0 and
1o = 2 represent that shape X is an ellipse with correlation
corr = cos(d). It is intuitive that, when corr = 0, the MDD
statistics should be zero. In our experiment, we set corr =
0,0.05,0.1,0.15,0.2 and let the number of landmark comes
from {20,50,70}. Sample size is set to 60 and R package
shapes [11] is used to calculate the distance between shapes.
Table 4 summarizes the empirical Type-I error based on 300
simulations at & = 0.05. It shows that the DC test and HHG
test are conservative for testing the dependence between an
ellipse shape and a categorical variable while the MDD test
works well in different number of landmarks.

4. A REAL-DATA ANALYSIS
4.1 The hippocampus data analysis

Alzheimer’s disease (AD) is a disabling neurological dis-
order that afflicts about 11% of the population over age
65 in United States. It is an aggressive brain disease that
cause dementia — a continuous decline in thinking, behav-
ioral and social skill that disrupts a person’s ability to func-

tion independently. As the disease progresses, a person with
Alzheimer’s disease will develop severe memory impairment
and lost ability to carry out the simplest tasks. There is no
treatment that cure Alzheimer’s diseases or alter the disease
process in the brain.

The hippocampus, a complex brain structure, plays an
important role in the consolidation of information from
short-term memory to long-term memory. Humans have two
hippocampi, each side of the brain. It is a vulnerable struc-
ture that gets affected in a variety of neurological and psy-
chiatric disorders [1]. In Alzheimer’s disease, the hippocam-
pus is one of the first regions of the brain to suffer damage
[12]. The relationship between hippocampus and AD has
been well studied for several years, including volume loss of
hippocampus [32, 51], pathology in its atrophy [17] and ge-
netic covariates [48]. For instance, shape changes [47, 26, 29]
in hippocampus are served as a critical event in the course
of AD in recent years.

We consider the radical distances of hippocampal 30000
surface points on the left and right hippocampus surfaces.
In geometry, radical distance, denoted r, is a coordinate in
polar coordinate systems (r,6). Basically, it is the scalar
Euclidean distance between a point and the origin of the
system of coordinates. In our data, the radical distance is
the distance between medial core of the hippocampus and
the corresponding vertex on the surface. The dataset ob-
tained from the ADNI (The Alzheimer’s Disease Neuroimag-
ing Initiative) contains 373 observations (162 MCT individ-
uals transformed to AD and the 212 MCI individuals who
are not converted to AD) where Mild Cognitive Impairment
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(MCI) is a transitional stage between normal aging and the
development of AD [38] and 8 covariates in our dataset.
Considering the large dimension of original functional data,
we firstly use SVD (Singular value decomposition) to extract
top 30 important features that can explains 85% of the total
variance.

We first apply the MDD test to detect the significant
variables associated with two sides of hippocampus sepa-
rately at significance level & = 0.05. Since 8 hypotheses
are simultaneously tested, the Benjamini-Hochberg (BH)
correction method is used to control false discover rate at
0.05, which ranks the p-value from the lowest to the highest.
The statistics in (2) is used to do dependence test between
hippocampus functional data and categorical variables. The
categorical variables include Gender (1=Male; 2=Female),
Conversion (l1=converted, 0=not converted), Handedness
(1=Right; 2=Left), Retirement (1=Yes; 0=No). Then, we
apply DC test and HHG test for the dataset. Note that the
p-value obtained in the three methods all used permutation
test with 500 times. Table 5 summarizes the results that
the MDD test, compared to other methods, are able to de-
tect the significance on both side of hippocampus, which
agrees with the current studies [33, 26, 29] that conversion
and age are critical elements to AD disease. Then, we ex-
panded our method to continuous variables, the Age and
the ADAS-Cog score, which are both important to diag-
nosing AD disease [33, 24]. We discretize age and ADAS-
Cog score into categorical ones by using the quartile. For
instance, the factor level labels of Age are constructed as
“(54,71],(71,75], (75,80], (80,90]”, labelled as 1,2, 3,4. The
result of p-values in Table 5 agrees with the current research.

Next, we step forward to expand our method to ge-
netic variables to further check the efficiency of MDD test.
Some genes in hippocampus are found to be critical to
cause AD, such as The apolipoprotein E gene (APOE).
The three major human alleles (ApoE2, ApoE3, ApoE4)
are the by-product of non-synonymous mutations which
lead to changes in functionality and are implicated in AD.
Among these alleles, ApoE4, named ¢4, is accepted as a
factor that affect the event of AD [34, 23, 44]. In our sec-
ond experiment, we test the correlation between ApoE2(es),
ApoE3(e3), ApoE4(e4) and hippocampus. The result in the
Table 6 agrees with the idea that e, is a significant variable
to hippocampus shape. Besides, due to hippocampal asym-
metry, the €4 is more influential to the left side one. The
MDD test performs better than DC test and HHG test for
both sides of hippocampus.

From the two experiments above, we can conclude that
our method can be used in Eu variables, such as age, gen-
der. It can also be useful and even better than other popular
methods when it comes to genetic covariates. The correla-
tion between genes and shape data(high dimensional data)
is an interesting field that hasn’t been well studied so far.
There are much work to be done in the future.

Finally, we apply logistic regression to the hippocampus
dataset by taking the conversion to AD as the response
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Table 5. The p-values for correlating hippocampi data and
covariates after BH correction

left right
covariates MDD DC HHG MDD DC HHG
Gender 0.032 0.014 0.106 | 0.248 0.036 0.338

Conversion to AD

0.012 0.006 0.009

0.008 0.006 0.009

Handedness 0.600 0.722 0.457 | 0.144 0.554 0.045
Retirement 0.373 0.198 0.457 | 0.648 0.267 0.800
Age 0.012 0.006 0.009 | 0.009 0.006 0.009

ADAS-Cog Score

0.012 0.006 0.012

0.012 0.006 0.012

Table 6. The p-values for correlating hippocampi data and
APOE covariates after BH correction

left right
APOE | MDD DC HHG MDD DC HHG
€2 0.567 0.488 0.223 | 0.144 0.696 0.310
€3 0.357 0.198 0.449 | 0.157 0.460 0.338
€4 0.022 0.206 0.036 | 0.072 0.083 0.354

High

Low

Figure 1. The Hippocampus 3D Shape Surface with
coefficients.

variable and the gender, age, hippocampus shape as pre-
dict variables. The result of regression shows that the age
and hippocampus shape are significant and we present the
coeflicients of hippocampus shape in Figure 1 where a blue
color indicates positive regions.

4.2 The corpus callosum data analysis

We consider another real data, the corpus callosum (CC),
which is the largest white matter structure in the brain. CC
has been a structure of high interest in many neuroimag-
ing studies of neuro-developmental pathology. It helps the
hemispheres share information, but it also contributes to
the spread of seizure impulses from one side of the brain
to the other. Recent research [40, 50] has investigated the
individual differences in CC and their possible implications
regarding interhemispheric connectivity for several years.



Table 7. The p-values for correlating CC contour data and
five categorical covariates after BH correction

covariates MDD DC HHG
Gender 0.015 | 0.018 | 0.222
Handedness 0.482 | 0.499 | 0.461
Marital Status | 0.482 | 0.744 | 0.773
Retirement 0.482 | 0.482 | 0.461
Diagnosis 0.015 | 0.018 | 0.045

We consider the CC contour data obtained from the
ADNI study to test the dependence between a high-
dimensional variable and a random variable. In the ADNI
dataset, the segmentation of the T1-weighted MRI and the
calculation of the intracranial volume were done by using
FreeSur fer package created by [9], whereas the midsagit-
tal CC area was calculated by using CCseg package. The
CC data set includes 409 subjects with 223 healthy con-
trols and 186 AD patients at baseline of the ADNI database.
Each subject has a CC planar contour Y; with 50 landmarks
and five covariates. We treat the CC planar contour Y; as a
manifold-valued response in the Kendall planar shape space
and all covariates in the Euclidean space. The Riemannian
shape distance was calculated by R package shapes [11].

It is of interest to detect the significant variable asso-
ciated with CC contour data. We applied the MDD test
for dependence between five categorical covariates, gender,
handedness, marital status, retirement and diagnosis at the
significance level a = 0.05. We also applied DC test and
HHG test for the CC data. The result is summarized in
Table 7. It reveals that the shape of CC planar contour
are highly dependent on gender, AD diagnosis. It may indi-
cate that gender and AD diagnosis are significant variables,
which agree with [50, 35]. This result also demonstrated that
the MMD test performs better to test the significance of
variable gender than HHG test.

We plot the mean trajectories of healthy controls (HC)
and Alzheimer’s disease (AD). The similar process is con-
ducted on the Male and Female. Both of the results are
shown in Figure 2. It can be observed that there is an ob-
vious difference of the shape between the AD disease and
healthy controls. Compared to healthy controls, the spleen
of AD patients seems to be less thinner and the isthmus
is more rounded. Moreover, the splenium can be observed
that it is thinner in male groups than in female groups. This
could be an intuitive evidence to agree with the correlation
between gender and the AD disease.

5. CONCLUSION

In this paper, we propose the MDD statistics of cor-
relation analysis for Non-Euclidean data in metric spaces
and give some conditions for constructing the statistics.
Then, we proved the mathematical preliminaries needed in
our analysis. The proposed method is robust to outliers

— AD

Figure 2. The corpus callosum Data Surface.

or heavy tails of the high dimensional variables. Depend-
ing on the results of simulations and real data analysis in
hippocampus dataset from the ADNI, we demonstrate its
usefulness for detecting correlations between the high di-
mensional variable and different types of variables (includ-
ing genetic variables). We also demonstrate its usefulness in
another manifold-valued data, CC contour data. We plan to
explore our method to variable selection methods and other
regression models.

APPENDIX: TECHNICAL DETAILS

Proof of Theorem 1. It is obvious that if X and Y are
independent, F.(x,2’) = F(x,2’) for Va,a’ € M, then
MDD(X |Y) = 0. Next, we need to prove that if VM DD(X |
Y) =0, then X and Y are independent.

According to the definition of MDD, MDD(X |Y) =
Zle pr [1F(u,v) — F(u,v)])?dv(u)dv(v). It is obvious that
MDD(X |Y) > 0,s0 if MDD(X | Y) = 0, we have
F.(u,v) = F(u,v), a.s. v @ v.

Given Y = y,, define ¢, is a Borel probability measure
of X |Y = y,, and we have

or[B(u,d(u,v))] := F.(u,v) = P(X € B(u,v) | Y =1y,).

Because (M, d) is a Polish space that d is directionally
(e,m, L)-limited and we have F.(u,v) = F(u,v), a.s. v @ v.
Next, we can apply Theorem 1 in [49] to get the conclusion
that v = ¢, forr=1,..., R.

Therefore, we have F,.(xz,2') = F(x,z') for Vz,2' € R.
That is, for every x, ' and every r, we have

P(X € B(z,#') | Y = y,) = P(X € B(x,2')),
i.e. X and Y are independent. O

Proof of Corollary 1. (a) We have v(U) > 1 — € and the
metric d is directionally (e,n, L)-limited at U, we can ob-
tain the result of independence according to Theorem 1 and
Corollary 1(a) in [49].

(b) Similarly, we know that each M; is a Polish space
satisfying the directionally-limited condition, we also can

obtain the result of independence according to Corollary
1(b) in [49]. O
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Proof of Theorem 2. Consider

MDD(X|Y)

HQZZZ@« (X, X)) — F(X5, X))

r=11i=1 j=1

1 z": I(Xy € B(X:, X;), i = yy)
n ﬁr

I(Xy, € B(X;, X;)

I(Xk/ S B(Xi,Xj),Yk/ = yr)
[(Xy, € B(Xs, X)) I(Xw € B(X:, X;))
ijkk/ =1

[I(Xk S B(XuX])7Yk = yf’)

I(Xk/ (S B(X“XJ))

Xk/ S B XZ,X) Yk/ :yr)

Z
7.k, k
I(Xk S B(Xi, Xj))

=:Q1+ Q2+ Q3.

For @), 7% ZZj,k,k/:ll(Xk S .B()(“,XJ),Y}c =
yr)I(Xp € B(X;,X;), Yy = y,) is a V-statistic of order
4. We can verify that

E[I(X), € B(X;, X;),Ye = yy)

x I(Xp € B(Xi, X;), Yo = yr)]
=FE[E[I(X} € B(Xian)vyk =y, )| Xs, Xj]

x E[I(Xy € B(Xi,Xj),Yk/ = y,)| X, Xj]]
=E[E*[I(Xy € B(Xi, X)), Y = )| X3, X;]]
=Bl :

p?

T

EP[I(Xy € B(Xi, X;), Vi = yr) | Xi, Xj]]

=pr E[F} (X, X;)].

Since E|I(Xk € B(AX“)(J),Y}C = yr)I(Xk/ S
B(X;,X;), Y = y)| < 1 < oo, according to The-
orem 3 of [25], #Zzg‘,k,kle I(X;, € B(X:,X;),Vs =
yr)I( Xy € B(X;,X;), Y = yr) almost surely converges to
p?E[F?(X;,X;)]. And we have p, — p,, and we can draw
conclusion that Q; =% Zil prE[F?(X;, X;)], as n — oo.

Similarly, we also have Qy % Zle prE[F%(X;, X;)]

and Qg —) 22 —1Dr [FT(XZ',XJ')F(X@,X]‘)L&STL—)OO.
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Because MDD(X[Y) = E[XF p(F (X, X;) —
F(X;,X;))?], we have
MDD(X[Y) %% MDD(X|Y), n — oo. O

Before we prove Theorem 3, we give an lemma and some
notations as follows [25].
Lemma A.1. Let V, be a V-statistic of order m,
where V,, = n=™ Y0 -3 WXy, X)) and
Xy, .., Xi,,) is the kemel of Vio. For all1 <47 < --- <
im < m, E[h(Xiy,..., X, )]? < co. We have the following
conclusions.

(i) If ¢4 = Var(h1(X1)) > 0, then

ViV — E(W(X1,..., X)) 5 N(0,m2G),

where (, = Var(hg(X1,...,Xxk)) and
hk(Xl,...,XK) :E[h(Xl,...,Xm)|X1 = .Tl,...,Xk = xk]
:E[h(xl,...,l‘k,Xk+1,...,Xm)].
(i) If & = 0 but (o = Var(he(X1,X2)) > 0, then

(Vo= E(h(X1, ..., X)) % M= 575 2 X2 (1), where
Xf(l)’s, j = 1,2,..., are independently and identically
distributed X? random variables with 1 degree of freedom
and \;’s meet the condition Z] 1 j = (a.

Proof of Theorem 3. Denote Z; = (X,,Y;), Z; =
(X],}/j) Zk = (Xk,Yk), Zk/ = (Xk/, Yk/). We consider the
statistic with the known parameter p;

L 1 I(Xy € B(Xi, X;), Y =y
In:ﬁZZZpr HZ (X € B( i) Yie = yr)
r=1i=1 j=1 k=1 Pr

n 2

1 _
- ZI(Xk € B(Xi, X;)

1 R n n
:FZ

r=1i=1 j=1k,

T
Z |: IXkEB(XMX) Yk:yr)

k=1

X I(Xk/ 6 B(Xian)7Yk' = y'f')
+pT[(X;€ c B(X“X]))I(Xk/ c B(X“XJ))
— I(Xk S B(Xi,Xj),Yk = yr)I(Xk/ S B(Xl,X]))

— I(Xk/ S B(Xi7Xj),Yk/ = yr)I<Xk; S B(X“Xj)) .



Let Vpr = L3001 N (Zi, Z5, Zk, Zi) and

UNZi, Z;, Zye, Znr)
1 _
:p—I(Xk S B(Xi,Xj),Yk =y,)

x I( Xy € B(Xi, X;), Y = yr)

+prI(Xy, € B(X;, X)) [(Xi € B(X;, X))
—I(Xy, € B(X;,X;), Y = yr)I(Xi € B(X;, X))
— I(Xp € B(X;, X;), Y =y, ) I(Xi € B(X;, X)),

then we have

V(pr)

n

M-

In

%
I
—

1 n
— > Y%, %, 2.
1 4k k=1

M-

%
Il

We would like to use V statistic to obatain the asymp-
totic properties of M DD(X|Y). We symmetrize the kernel
UN(Z;, Zi, Zy,, Zys) and denote

\I!g)(ZZ-, Zj, Zi, Zyr)

1 T
:E Z \IJ( )(ZT(1)7ZT(2)7ZT(3)7ZT(4))7
D ren(ingk,k)

where 7(i,7,k, k") are the permutations of {i,j,k,k'}.
Now, the kernel \I/(ST)(Zi,Zj,Zk,Zk/) is symmetric, and
n%zzj,k),k’zl \I'g)(Zi,Zj,Zk,Zkf) should be a V-statistic.
By wusing the denotation of Lemma A.1, we should
consider E[\II(ST)(zi,Zj7Zk,Zk/)], that is, the case where
only one random variable fixed its value. And, we have
to consider E[W") (2, Z;, Zy, Zy)|, E[W")(Zi, 25, Zi, Zir)),
ENVNZ:, Z;, 2k, Zir)| and BV (Z;, Z;, Zye, 210
We consider

BN (2, Z;, Zi, Zy)]

1 _
:p—E[I(Xk € B(zi, X;), Y = yr)

I(Xk/ (S B(l‘i,Xj),Yk/ = yr)]
+pElI(Xy € B(xi, X;))[(Xpr € B(wi, Xj))]
— E[I(Xk S B(l’i,Xj),Yk = yT)I(Xk/ € B(x“Xj))]
— B[I(Xy € B(x, X;), Y = yr) I( Xy € B(ws, Xj))]
1 _
Zp—Pj,k,k' [ Xy, X € B(xi, X;), Y =Y = y,)]
+per,k,k’[Xk7Xk’ (S B(l‘“X])]
— P} i [ Xk, Xiw € B(xs, X;),Yi = yy
— P ki [ Xk, Xiw € B(xi, X5), Yo = ur),

where P; 1, ; means the probability of Z;, Z, and Z.

Under the null hypothesis Hy, X and Y are independent.
Then we have

1
T

1

P i [ Xi, Xo € Blwi, X;), Vi = Yir = ]

—Pj i [ Xk Xir € B(wi, X5), Vi = yr| Pir [Yir = vy]
T
=P} o [Xi, X € B(wi, X;),Yie = v,
and
PrPjk s [Xi, Xpr € Bz, X))
=P; 1 [ X1, Xir € B3, X;), Y = 2,
Thus, B[V (2, Z;, Zy, Zi)] = 0.

Similarly, we have E[\I’(")(Zi,zj, Zy, Zy)) = 0,
ENVNZi, Z;, 2k, Zir)] = 0 and E[W")(Z;, Z;, Zi, 210)] = 0
because of the independence of X and Y under the null
hypothesis Hy.

Next, we consider the case when two random elements
are fixed.

EWN(Zi, Z;, 2k, 210 )]

1 _
=—E[I(z1, € B(Xi, X;), yr = r)

x I(xp € B(Xi, X)),y = yr)]
-i-p,«E[I(xk S B(XZ,X]))I(LL'k/ S B(X“Xj))]
— E[I(xk S B(Xi,Xj),yk = yT)I(.’Ek/ S B(X“X]))]
— El(zp € B(Xi, X;), ypr = yr) I (wx € B(Xi, X;))]
1 _
=—P; jlzr, v € B(Xi, X5), ye = Yo = Yr)]

+prPi’j[$k,$k/ S B(XZ,XJ)]
= Pijlow, xw € B(Xs, X;), g =
- Pi,j[xkyxk’ S B(Xlan)7yk' = yT‘]7

EW(")(Z;, Z;, 2k, z1)] is a non-constant function related
to 2k, zir. In addition, we know

ENN(Z:, Z;, Z, Zy)]

1 _
:;E[I(Xk € B(Xi, X;), Y = yr)

X I(Xk/ S B(XZ‘,X]‘),Y]C/ = yr)]
+pElI(Xy € B(X;, X;))[( Xy € B(Xy, X;))]
— BII(Xy € B(X:,X;), Y = y) (X € B(X;, X))
— E[I(Xk/ S B(Xi,Xj),Ykl = yT)I(Xk S B(XZ,XJ))]
1 _
:p—Pz‘,j,k,k/ (X, X € B(X3,X;), Y = Yo = 3]
—|—p7~Pi7j,k,k/ [Xkan’ S B(XZ,XJ)]
— Pk [ Xi, Xiw € B(Xi, X5), Y = yyr)
— Pk [ X, X € B(X3, X;),Yiw =y, ] =0,

The last equation is derived from the independence of X
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and Y. By Lemma A.1 (i), V) is a limiting x2-type V
statistic. h

Now, we consider V,?"). Let ¢ = (t1,t2). In showing the
conditions of Theorem 2.16 in [10] hold, we use

h(zlazQ;pr) :pr/g(zlat;pr)g(ZQat;pr)dM(t)v

where g(z,t;7) = /pr(I(z € B(t1,t2), 51 = yr)/y — 1(z €

B(t1,t2))) and M(t) = v ® v is the product measure of v
with respect to X.
Thus,

w(t;y) =Eg(Z,t;7)
—VA(P(X € B(t1,t2))p, /v — P(X € B(t1,12)))
and
du(t; pr) = pr 2 P(X € B(ty, 1))

The condition of Theorem 2.16 in [10] can be shown to hold
in this case using

hi(Z1, Z3)
= /[Q(th;pr) + dip(t;pe) (I(Y1 = yr) — pr)]
[9(Z2, t; pr) + dapu(t; pr ) (I(Yz = yr) — pr)|dM (2).
Let {\;} denote the eigenvalues of the operator A defined

by

Aq(z) = / (21, 22) () dv(2)dP (1),

then

nV, P 53 AD X2 (1),

Jj=1

where X]-Q(l)’s, j = 1,2,..., are independently and iden-
tically distributed chi-square distribution with 1 degree of
freedom. .

Notice that MDD(X|Y) = Ele v, according to the
independence of the sample and the additivity of chi-square
distribution,

(oo}
nMDD(X[Y) % 3" M\ x2(1),
j=1
where \; = Zf’:l )\y). d

Proof of Theorem 4. Under the alternative hypothesis
Hy, MDD(X|Y) % MDD(X|Y) > 0, as n — oo. Thus,
we have nMDD(X|Y) %% 0o, as n — oo. O
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Proof of Theorem 5. We consider

MDD(X|Y) = I, + Jn,

where
R 1 n 1 _

I, :Z — Z —I(X, € B(X:, X;),Ye =yr)
— i,5.k,k'=1 Pr

X I(Xk/ S B(Xi,Xj),Yk/ = yr)

X I(Xk/ € B(XZ,XJ))

R n
1 _
- E v E I(Xy € B(X;,X;), Y =vyp)
r=1"" ijkk=1

X I(Xk (S B(XZ,XJ))

> I(Xy € B(Xi, X;), Yk = y,)

We consider E[U(")(z;, Z;, Zx, Zy)] in the proof of The-
orem 3,

B[O (2, Z;, Zi, Zi)]

1 _

:p_ ek [ Xi, Xir € B(4, X5), Y = Yir = u,)]
+pTPj,k,k’[Xk;Xk’ S B(ZL'“XJ)}

— Pj g [Xn, Xpr € B(ws, Xj), Y = y2

— Pj i [ Xi, Xiw € B(ws, X)), Yir = yr).

Under the alternative hypothesis H;, X and Y is not
independent of each other, i.e.

1 _
—Pj o [Xi, Xpr € B(wi, X;), Y = Y = yy]

£Pj i [Xio, X € Blwi, X;5), Yi = yy),

and
PrPj ik [ Xk, Xir € B(w4, X))
#P; ki [ Xk, Xiw € B(wi, X;), Yo = ],



so E(z,7;,Zx, Z)] is a non-constant func-

tion related to z;, and we know hY)(Zl) =
HENW (2,25, Z, Ze))  +  E[WN(Zi, 25, Z, Z1)] +
E[W ) (Z;, Z;, 2, Z)] + ENVY)N(Zi, Z;, Zi, 2], then we
have Var[hgr)(Zl)] > 0. We apply Lemma A.1 (), we have

VAV —E[W (7, Z;, Zy, Z1)]) S N(0,16Var[h{" (2,)]),

Because I, = Y©. v®) MDDX|y) =
B[ pr(Fr(Xi, X)) — F(X;, X;))?) and

ENN(Z, Z;, Zy, Zy)|
—E[E[Y ") (Z;, Z;, Zy, Zio )| Zi, Z5)]

1 _
:p_E[E[I(Xk S B(Xi,Xj),Yk = yr)|Z“ Zj]
T

E[I(Xy € B(XZ-,Xj),Yk/ = yr)|Zi7Zj]]
+p-E[E[I(X} € B(Xi,Xj))|Zi,Zj}
E[I(Xy € B(Xi, X;))|Zi, Z]]
— E[E[I(Xy € B(Xi, X;), Yk = yr)|Zi, Zj]
E[I(Xy € B(Xi,Xj))\ZZ—,ZjH
— E[E[I(Xy € B(Xi, X;),Yi = yr)|Zi, Zj]
E[I(Xy, € B(X;,X;))|Zs, Z;])

1 _
=p—E[E2[I<Xk € B(Xi, X;), Vi = y.)|Zi, Z]]
T

+prE[E2[I(Xk € B(XMXJ)”ZHZJH
—2E[E[I(Xy, € B(Xi, X;), Y = y,)| Zi, Zj]
E[I(X), € B(X;, X)) Zi, Zj]]

|~

=p,E[(—E[I(Xy € B(Xi, X;), Y% = yr)|Zi, Z}]
— E[I(Xk € B(Xy, X;))|Zi, Z;))?]

:E[pr(Fr(XuX]) - F(X7,7X]))2]a

3

we have
R
E"(Zi, Z;, 2k, Z1w)]) = ) MDD(X]Y)
r=1
and
Vall, — MDD(X|Y)] % N(0,0%),
where o2 = Zf:l 16Var[hgr)(Zi)] +

2030, COU(vai), Vrfj)). We here  that

Cov(Véi), ,«Ej)) is the covariance of V-statistic V"

explain

and Véj) of order 4, which can be written as
Coo(Vi vy = L3 (H(n — 4)4<02,, where
ol. = Cov(hP(Z1,...,2.),h\(Zy,...,Z.)) and
h&“(zl,...,zc) represents  h.(Z1,...,Z.) of Lemma

A.1 when r = p.

Next, we would like to know the asymptotic distribution
of vn[MDD(X|Y)—MDD(X|Y)], we need to consider the
asymptotic distribution of \/nJ, as follows

Va[MDD(X|Y) = MDD(X|Y)]
=v/n[l, +J, — MDD(X|Y)].

Then, we consider v

3 In- Denote
%Z?ﬂ',k,wzlj(xk € BX:i,X;),Ye = y)l(Xp
B(Xi, X;),Yy = y,) and Vo = 230 0 I(Xg

B(XZ,XJ))I(Xk/ € B(XZ,XJ)), we have

m m |l

V).

& 1
Jn: Ar* r V*A
2 =)V 5

The asymptotic distribution of V5 — ﬁVl(r)

because we know E[VI(T)] = E[I(X) € B(X;,X;),Y, =
y) (X € B(Xi,X;),Yiw = y)| = prE[F? (X, X;)],
EVs) = E[I(X, € B(X;,X;)[(Xp € B(X;,X,)] =
E[F?(X;, X;)] and p, — p,. Then

is a constant,

Vo —

7'pT'

V" — BIF(X:, X;)] - E[F2(X:, X;)].

According to the Central Limit Theorem (CLT), for ar-
bitrary r =1, ..., R, we have

) 1
\/E(pr_pr)(‘/?_ﬁ Vl( ))%N(O,Ug),

where o7 = p, (1 — p.)(E[F?(X;, X;)] — E[F?(X;, X;)]).

Let IA)(i) = (I(Yz = y1)7I(Yi = y2)7"'7I(Yi =
yr))", where p( is a R-dimensional random variable
and pW,p@ ... p™ is dependent of each other. There-
fore, according to multidimensional CLT, /n(1 Y7, p() —
EpY]) = (V(p1 —p1), ... valpr —pr))" asymptotically
obey the R-dimensional normal distribution. In this way we
get the condition of the additivity of the normal distribu-
tion, then we have

vnd, — N(0, 03),

03 = Ef:l 03 + QZK]‘ Cov(ps, p;) =
Zf:l U? - % Zi<j bip; = Zf:l pr(l _p7')(E[F2(Xian)] -
BIF2(Xi, X;)]) = 2 30, pibj-

Similarly, we can use multidimensional CLT to prove
vndy, and /n[l, — MV(X|Y)] are bivariate normal dis-
tribution. Then, we make a conclusion,

Va[MDD(X|Y) — MDD(X|Y)] % N(0,02),
where 02 = 0% + 0% + 2nCov(I,,, J,,)o10,;. We explain here
that Cov(I,,J,) is the covariance of V-statistic I,, of order

4 and J, of order 1, which can be written as Cov(I,, J,) =
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Cov(S, Vi, S0 mar pr)(Va — ﬁvm =
S SR Coo(VD (b = pe)(Ve = =) =
Zr:l Zr’:l Z(l)(n )3COU(h’ ") ( ) (Yk =
v (B[F2(X:, X))] - B[F2(X;, X;))). O
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